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Abstract. Mosquito-borne diseases like dengue, Zika, and chikungunya, car-
ried by Aedes aegypti mosquitoes, pose significant health threats. Controlling
these diseases primarily involves reducing mosquito populations. Current ap-
proaches rely on simplistic measures to decide on actions like mosquito fogging
or larval control. Adult mosquito numbers are often estimated from aquatic
populations due to easier counting. While these methods have provided some
assistance, there’s a need for improvement. Existing risk and population mod-
els overlook the various developmental stages of Aedes aegypti and their com-
plex interactions. In this work, several mathematical models for the life cycle
of the Aedes aegypti in its aquatic phase are proposed. They consider the dif-
ferent aquatic developmental stages and differ in how the competition between
the stages occurs. Then, all the models are discriminated against experimen-
tal data to select the one with the best predictive power. The chosen model
will help estimate the adult mosquito population with a greater degree of pre-
cision as well as when they will emerge. It will also help design better control
strategies and better risk indices.

1. Introduction

The different dengue serotypes and the chikungunya and the Zika viruses are
transmitted by the bite of an infected Aedes aegypti mosquito. The treatment of
these diseases is not always effective, and there is currently no developed vacci-
nation [5, 10]. The main strategies to prevent these diseases are the control of
the transmitting vector and avoiding the human-vector contact [9, 5, 21]. During
entomological surveillance programs, different indices have been defined to know
if the number of mosquitoes remains below a threshold to avoid reinfections [23].
Historically, these programs have focused on measuring immature mosquito popu-
lations, due to the complexity of counting and capturing adult mosquitoes. On the
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other hand, immature mosquitoes are in an aquatic phase; thus, their count reduces
to the study of containers with water [15]. The most widely used indices are the
Stegomyia indices (house index, container index, and Breteau index), which deter-
mine the percentage of houses and containers in which eggs, larvae, or pupae are
detected [21]. These indices have been used to verify the effect of climate changes
on mosquito populations [26], and also they are indicators of vector prevalence [24].
However, in 1999 the World Health Organization recognized that despite having
some operational value to measuring the entomological impact in control inter-
ventions, they do not replace an actual estimation of the abundance of vectors at
evaluating the risk in the transmission of dengue [18]. Thus, an increasing interest
in developing measurement techniques and estimating the density of vectors has
arisen. In particular, several studies have empirically evaluated the vector produc-
tivity of certain types of containers [4, 6, 2]. However, these experimental studies
have not been integrated into a description of the dynamics of the mosquito’s life
cycle. On the other hand, epidemiological models of vector-borne diseases usually
make simplifying assumptions about the life cycle of the mosquito [27, 11, 22]. The
aquatic stages of the mosquito are reduced to a single parameter that represents
the maximal production of mosquitoes in the region [20, 3] or, in some other cases,
the carrying capacity [22].

In this article, we propose different mathematical models for the life cycle of the
immature Aedes aegypti mosquito and compare their predictive power against ex-
perimental data. In this way, we can select the model that best fits the experimental
data. The proposed models are based on reported entomological assumptions, and
they are tested in the following order. In the first model, we test the common
assumption of constant transition rates between stages of the life cycle [7, 29, 14].
In the second model, we evaluate the importance of the egg-hatching rate medi-
ated by the hatchery density [13, 16]. Then, we study the effects of age-dependent
hatching of eggs [28, 13] in the mosquito’s life cycle. Next, we analyze the impor-
tance of competition of the larvae over the hatching. Finally, we explore a more
complex schema of competition. There have been observations that not only the
egg development but also the larval development may depend on the density of the
system [19, 3, 16, 17]; therefore, in the last model, this competition is taken into
account.

The model with more predictive power can be used in conjunction with epidemi-
ological models of diseases transmitted by the Aedes aegypti and thus improve the
prediction and evaluation of control strategies. In particular, it will be possible
to compare different types of control at the aquatic stage; for example, the effi-
ciency of a larvicide against biological control and elimination of breeding sites.
Furthermore, the consideration of all developmental stages of the mosquito leads
to a better prediction of the delay between the change in environmental factors
like temperature and the risk of an outbreak. The improved descriptive power of
the chosen model will bring about better strategies and a faster response in case
of outbreak risk due to its dynamical description of the mosquito’s life cycle.
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Natural extensions can be made to this analysis, like considering broad geo-
graphical regions employing socio-economic factors. For example, the need for wa-
ter storage and human population in different areas are relevant factors of regional
hatchery productivity [9].

2. The models

The proposed models consider all the immature stages (eggs, larvae with four
instars, and pupae) and the competition between these stages.

The following observation describes the notation that will be used.

Observation 2.1. The number of eggs introduced into the system per day is
denoted by H. The pupae population is denoted by p(t), and the eggs population
by h(t); τ0 1 denotes the transition rate from egg to the first larvae instar, τr r+1
represents the transition rate from the r-th to the (r+ 1)-th larvae instar, and τ5 6
is the transition rate from pupae to adult mosquito. The mortality rate of eggs is
denoted by µ0, µr represents the mortality rate of the r-th larvae instar, and µ5
the mortality rate of pupae. Thus τ0 1 is the hatching rate, τ4 5 is the pupation
rate, and τ5 6 is the rate of conversion from pupae to mosquitoes in adult stage.

The following conventions will let us simplify the notation: αi j = µi + τi j ,
τ = τ1 2τ2 3τ3 4τ4 5, βi j = (αi i+1)(αi+1 i+2) . . . (αj−1 j).

2.1. Constant rates model. A common assumption about the transition rates
between stages of the mosquito’s life cycle is to take them as constant [7, 29, 14].
We will analyze this basic model without competition between larvae instars, which
is described by the following system of ordinary differential equations:

dh

dt
= H − µ0h− τ0 1h,

dl1
dt

= τ0 1h− µ1l1 − τ1 2l1,

dl2
dt

= τ1 2l1 − µ2l2 − τ2 3l2,

dl3
dt

= τ2 3l2 − µ3l3 − τ3 4l3,

dl4
dt

= τ3 4l3 − µ4l4 − τ4 5l4,

dp

dt
= τ4 5l4 − µ5p− τ5 6p.

(2.1)

The dependent variables of this model represent populations; thus, to have a bi-
ological sense, each variable must be non-negative at every instant of time. The
biological sense set is then defined as

Ω1 = {(h, l1, l2, l3, l4, p) ∈ R6
+ : l1 + l2 + l3 + l4 + p > 0 for t > 0},

where R6
+ denotes the set of vectors from R6 with non-negative values.
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The following lemma will be needed to guarantee that the solution of (2.1)
remains within the region of biological interest if initial conditions are taken in this
region.

Lemma 2.2. If A(t) and B(t) are continuous real functions defined on [0,∞), with
A(t) ≥ 0, then every solution x(t) of the first-order linear differential equation

dx(t)
dt

= A(t) + B(t)x(t)

with non-negative initial condition (x(0) ≥ 0) stays non-negative for all t > 0
(x(t) ≥ 0).

Moreover, if (t0, t1) is an open interval with t0 ≥ 0 where A(t) vanishes just in
a finite number of points, then the solution x(t) stays strictly positive on (t0, t1].

Proof. For every t0 ≥ 0, if B(t) is a primitive of B such that B(0) = 0 and t ≥ t0,
then

x(t) = x(t0)eB(t) + eB(t)
∫ t

t0

A(u)e−B(u) du.

The first statement is deduced from the previous expression when t0 = 0 and
taking into account that both addends on the right-hand side expression are non-
negative. The second statement is obtained directly from that expression where
the integral term is strictly positive for t ∈ (t0, t1]. �

Theorem 2.3. For the model given in (2.1), if the initial conditions are such that
h(0) ≥ 0, l1(0) ≥ 0, l2(0) ≥ 0, l3(0) ≥ 0, l4(0) ≥ 0, and p(0) ≥ 0, then the solution
will be strictly positive for t > 0.

Proof. Note that the first equation of (2.1) decouples from the rest of the equations,
and its solution is expressed by

h(t) = h(0)e−(µ0+τ0 1)t + H

µ0 + τ0 1

(
1− e−(µ0+τ0 1)t

)
,

so h(t) is strictly positive for t > 0, as long as h(0) ≥ 0.
If we substitute the previous expression of h(t) on the l1(t) equation and apply

the second part of Lemma 2.2 setting A(t) = τ0 1h(t) and B(t) = −(µ1 + τ1 2), it is
concluded that l1(t) > 0 for all t > 0. Repeating the same reasoning consecutively
for l2(t), l3(t), l4(t) and p(t), the theorem is proved. �

On the other hand, the Jacobian matrix of the system (2.1) is given by
−α0 1 0 0 0 0 0

0 −α1 2 0 0 0 0
0 τ1 2 −α2 3 0 0 0
0 0 τ2 3 −α3 4 0 0
0 0 0 τ3 4 −α4 5 0
0 0 0 0 τ4 5 −α5 6


and its eigenvalues are

λr = −αr r+1 = −(µr + τr r+1) < 0, with r = 1, 2, 3, 4, 5, 6,
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thus we can confirm that the only stationary value of the system (2.2) is stable and
has a biological sense.

2.2. Logistic saturation model. Some observations have suggested that the
hatching rate of eggs may be mediated by the density of the hatchery [13, 16].
In the next model we will take into account this competition for resources by
means of a logistic term

(
1 − a(t)

C1

)
, where a(t) corresponds to all individuals at

the system, that is, a(t) = l1(t) + l2(t) + l3(t) + l4(t) + p(t), and C1 represents the
carrying capacity. We will call

(
1− a(t)

C1

)
the saturation term. Thus, the per capita

rate of hatching will be τ0 1

(
1− a(t)

C1

)
and the total number of larvae generated by

eggs per day is τ0 1h(t)
(

1− a(t)
C1

)
.

This model is represented by the following system of differential equations:

dh

dt
= H − µ0h− τ0 1h

(
1− a

C1

)
,

dl1
dt

= τ0 1h

(
1− a

C1

)
− µ1l1 − τ1 2l1,

dl2
dt

= τ1 2l1 − µ2l2 − τ2 3l2,

dl3
dt

= τ2 3l2 − µ3l3 − τ3 4l3,

dl4
dt

= τ3 4l3 − µ4l4 − τ4 5l4,

dp

dt
= τ4 5l4 − µ5p− τ5 6p.

(2.2)

Due to its biological meaning, the hatching rate τ0 1

(
1− a(t)

C1

)
should be non-

negative. Thus, in addition to the positivity of the variables, the total number of
specimens of all stages a must not exceed the carrying capacity. That means that
a(t) ≤ C1 for all t. Therefore, we define the set of biological interest as

Ω2 = {(h, l1, l2, l3, l4, p) ∈ R6
+ : C1 ≥ a > 0}.

Theorem 2.4. If the initial conditions at t = 0 of model (2.2) are in Ω2 ⊂ R6,
then its solution is in the topological interior of Ω2 for all t > 0.

We show the proof of this theorem in the Appendix.
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The system (2.2) has two stationary points given by

h∗ = H

µ0
− β1 6

τµ0
p∗,

l∗1 = β2 6

τ
p∗,

l∗2 = β3 6τ1 2

τ
p∗,

l∗3 = β4 6τ1 2τ2 3

τ
p∗,

l∗4 = β5 6τ1 2τ2 3τ3 4

τ
p∗,

(2.3)

and

p∗ =
(ϕC1 + ψH)±

√
(ϕC1 + ψH)2 − 4γHC1

2 , (2.4)

where γ = τ
β1 6Ka

, ϕ = µ0+τ0 1
Kaτ0 1

and ψ = τ
β1 6

. It also will be useful to notice that
a∗ = Kap

∗, with a∗ = l∗1 + l∗2 + l∗3 + l∗4 + p∗ and

Ka :=
[
β2 6 + β3 6τ1 2 + β4 6τ1 2τ2 3 + β5 6τ1 2τ2 3τ3 4

τ
+ 1
]
.

If in (2.4) we write the discriminant (ϕC1+ψH)2−4γHC1 as
((

1− µ0
τ0 1

)
C1
Ka

+ ψH
)2
−

4ψH C1
ka

and expand this expression as a quadratic polynomial of the variable C1
Ka

,
we have that it is equal to(

C

Ka
− ψH

)2
+ µ0

τ0 1

C

Ka

((
2 + µ0

τ0 1

)
C

Ka
+ 2ψH

)
,

which is a strictly positive quantity. From the above it follows that the two values
p∗+ and p∗−, given by (2.4), are real, strictly positive and different.

On the other hand, for the equilibrium point p∗, given by expressions (2.3) and
(2.4), to make biological sense it is necessary that H − β1 6

τ p∗ > 0 and 1− a∗

C1
> 0,

which is equivalent to
p∗ < ψH

and
p∗ <

C1

Ka
.

In what follows, we will denote by p∗+ and p∗− the values of p∗ corresponding to
the + and − signs, respectively, in the expression (2.4).

Theorem 2.5. For all positive H and C1, the following estimates are fulfilled:

p∗− < min
{
ψH,

C1

Ka

}
≤ max

{
ψH,

C1

Ka

}
< p∗+;

more precisely, if ϕC1 − ψH < 0, we have

p∗− <
C1

Ka
< ψH < p∗+.
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We show the proof of this theorem in the Appendix.
The previous theorem shows that only the equilibrium state corresponding to

p∗− makes biological sense.
In the following theorem we will see that this equilibrium state is also stable and

the equilibrium state corresponding to p∗+ is always unstable.
Let us consider the Jacobian matrix of the system (2.2) evaluated at the sta-

tionary point, given by

A =



−µ0 − τ0 1 + τ0 1
C1
a∗ τ0 1

C1
h∗ τ0 1

C1
h∗ τ0 1

C1
h∗ τ0 1

C1
h∗ τ0 1

C1
h∗

τ0 1
C1

(C1 − a∗) −( τ0 1
C1
h∗ + α1 2) τ0 1

C1
h∗ τ0 1

C1
h∗ τ0 1

C1
h∗ τ0 1

C1
h∗

0 τ1 2 −α2 3 0 0 0
0 0 τ2 3 −α3 4 0 0
0 0 0 τ3 4 −α4 5 0
0 0 0 0 τ4 5 −α5 6


,

where h∗ and a∗ correspond to the stationary states. In order to analyze the
stability of the stationary points we study the roots of its characteristic polynomial

det(A− λI) = P (λ) +Q(λ),
where

P (λ) = (λ+ α2 3)(λ+ α3 4)(λ+ α4 5)(λ+ α5 6)P1(λ)
and

Q(λ) = τ1 2
τ0 1h

∗

C1

(
µ0 + 2τ0 1

(
1− a∗

C1

)
+ λ

)
Q1(λ),

with

P1(λ) =
[(
µ0 + τ0 1

(
1− a∗

C1

)
+ λ

)(
τ0 1h

C1
+ α1 2 + λ

)
− τ2

0 1

(
1− a∗

C1

)(
h∗

C1

)]
and

Q1(λ) = (λ+ α5 6)[(λ+ α4 5)(λ+ α3 4 + τ2 3) + τ2 3τ3 4] + τ2 3τ3 4τ4 5.

Theorem 2.6. For any strictly positive value of the parameter H, a value C0
1 > 0

can be found, depending on H and the rest of the parameters of model (2.2), such
that, for any C1 ≥ C0

1 , the equilibrium point corresponding to p∗− is stable, while
the one corresponding to p∗+ is always unstable.

We show the proof of this theorem in the Appendix.
Note that the previous theorem tells us that, although the equilibrium state

corresponding to p∗− always makes biological sense for any value of the parameter
C1, it is not always stable, except for large values of C1. The numerical criterion
for the choice of C1 must take into account the compromise between the best
possible fit to the experimental data and the stability of the equilibrium state with
a biological sense. That is, C1 must be chosen in such a way that it is the smallest
possible positive value that allows the data to be fitted and, at the same time,
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large enough so that the stationary solution corresponding to p∗− is stable, which
is equivalent to the polynomial P (λ) + Q(λ) having all its roots with a negative
real part.

Ensuring the biological validity of the equilibrium state guarantees the conver-
gence to equilibrium for each larval stage and pupae. This alignment with numerical
experiments corresponds to the model’s predictions of observable outcomes.

Theorem 2.6 shows us that, if model (2.2) describes the dynamics of the Aedes
aegypti mosquito in the aquatic state, we should observe that after a certain time
the populations of larvae and pupae oscillate regularly around the stationary values
given in (2.3) when in (2.4) we consider p∗−. However, this behavior is not observed,
as we will see later when comparing with the experimental data.

The foregoing indicates that it is necessary to incorporate more biological in-
formation into the models so that their solutions fit more closely the experimental
data. As we have already mentioned, the two models studied above correspond to
the assumption that all the transitions are constants. However, in works such as
[28, 13] it is mentioned that the hatching rate could have an erratic or non-constant
behavior. This is the next assumption that we will take into consideration to im-
prove the model.

2.3. A model with variable hatching rate. In [28, 13] it is mentioned that the
hatching rate is not always constant. The non-regularity of the hatching rate can
be a consequence of the age-dependent hatching of eggs. In the following model, we
will consider that the hatching depends on each egg’s time in the system. This age
dependence may lead to a variable fraction of eggs hatching per day. To introduce
this idea, we use an age model for the eggs population, and we couple it with the
dynamics of the rest of the populations.

The population of eggs is now described by a two-variable function ĥ(x, t), where
t represents the time and x the age of the eggs. It is worth noticing that we refer to
the age as the time elapsed since a particular egg was introduced into the system.
The age-dependent hatching rate is denoted by τ(x).

The following system describes the proposed model:

∂ĥ

∂t
+ ∂ĥ

∂x
= −(µ0 + τ(x))ĥ

ĥ(0, t) = B(t) = H

dl1
dt

=
∫ ∞

0
τ(x)ĥ(x, t) dx− µ1l1 − τ1 2l1

dl2
dt

= τ1 2l1 − µ2l2 − τ2 3l2

dl3
dt

= τ2 3l2 − µ3l3 − τ3 4l3

dl4
dt

= τ3 4l3 − µ4l4 − τ4 5l4

dp

dt
= τ4 5l4 − µ5p− τ5 6p.
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Even if B(t) can, in general, depend on time, we will set B(t) = H, a constant.
This corresponds to assuming that the rate at which the eggs are introduced to the
system is constant.

We notice that the first equation is not coupled with the rest of the system; thus,
it is possible to solve it first. Using the method of characteristics, the solution of
that equation is

ĥ(x, t) =
{
B(t− x)e−µ0xe

∫ x

0
τ(z) dz for x < t,

0 otherwise.

Experimental results [28] have shown that all eggs hatch within the first 10 days,
thus the relation

∑10
0 τ̂(r) = 1 is fulfilled, where τ̂(r) represents the fraction of eggs

that hatch at age r. Furthermore, if B(r) represents the eggs that were introduced
r time ago, the hatching rate is given by

τ(x) =
x∑
r=0

τ̂(r)
r
B(r) = H

x∑
r=0

τ̂(r)
r
.

In addition to this, since τ̂(x) = 0 for x ≥ 10, we have
∑x

0
τ̂(r)
r =

∑10
0

τ̂(r)
r . Thus,

we notice that after day 10, the population hatching rate τ(x) keeps constant.
This particular behavior allows us to propose an effective model that will de-

scribe the populations from day 10 onward by defining τe = τ(x) for x ≥ 10:

dl1
dt

= Hτe − µ1l1 − τ1 2l1

dl2
dt

= τ1 2l1 − µ2l2 − τ2 3l2

dl4
dt

= τ3 4l3 − µ4l4 − τ4 5l4

dp

dt
= τ4 5l4 − µ5p− τ5 6p,

(2.5)

where τe is the effective hatching rate. The model (2.5) represents a system where
a constant number of eggs are deposited each day. It is possible to prove that this
linear system is stable.

2.4. Models with effective hatching rate and competition. Now four differ-
ent models are proposed to identify the importance of competition of the different
instars on the hatching. The models are based on (2.5), and a general logistic com-
petition term

(
1− L

C

)
is introduced multiplying the hatching term. The proposed
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models are described by the following system of differential equations:
dl1
dt

= Hτe

(
1− L

C

)
− µ1l1 − τ1 2l1

dl2
dt

= τ1 2l1 − µ2l2 − τ2 3l2

dl3
dt

= τ2 3l2 − µ3l3 − τ3 4l3

dl4
dt

= τ3 4l3 − µ4l4 − τ4 5l4

dp

dt
= τ4 5l4 − µ5p− τ5 6p.

(2.6)

In each model, L and C represent a different competition. So in order to evaluate
the importance of the competition exerted from the different instars, we first assume

L = l1, thus
(

1− l1
C2

)
; (2.7)

then we set
L = l1 + l2, thus

(
1− l1 + l2

C3

)
; (2.8)

then
L = l1 + l2 + l3, thus

(
1− l1 + l2 + l3

C4

)
, (2.9)

and finally

L = l1 + l2 + l3 + l4, thus
(

1− l1 + l2 + l3 + l4
C5

)
. (2.10)

The unique stationary state of model (2.7) is given by

(l∗1, l∗2, l∗3, l∗4, p∗) =
(

C2 Hτe
Hτe + C2 α1 2

,
τ1 2

α2 3
l∗1,

τ2 3

α3 4
l∗2,

τ3 4

α4 5
l∗3,

τ4 5

α5 6
l∗4

)
,

while the unique stationary state of model (2.8) is
(l∗1, l∗2, l∗3, l∗4, p∗)

=
(

C3 Hτeα2 3

Hτe(α2 3 + τ1 2) + C3 α1 2α2 3
,
τ1 2

α2 3
l∗1,

τ2 3

α3 4
l∗2,

τ3 4

α4 5
l∗3,

τ4 5

α5 6
l∗4

)
.

Model (2.9) has a unique stationary state given by

(l∗1, l∗2, l∗3, l∗4, p∗) =
(

C4Hτeα2 3α3 4

Hτe(α2 3α3 4 + α3 4τ1 2 + τ1 2τ2 3) + C4 α1 2α2 3α3 4
,

τ1 2

α2 3
l∗1,

τ2 3

α3 4
l∗2,

τ3 4

α4 5
l∗3,

τ4 5

α5 6
l∗4

)
,

and finally the unique stationary state of model (2.10) is

(l∗1, l∗2, l∗3, l∗4, p∗) =
(

C5Hτeα2 3α3 4α4 5

HτeΓ′ + C5 α1 2α2 3α3 4α4 5
,
τ1 2

α2 3
l∗1; τ2 3

α3 4
l∗2,

τ3 4

α4 5
l∗3,

τ4 5

α5 6
l∗4

)
,
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where
Γ′ = (α2 3α3 4α4 5 + α4 5α3 4τ1 2 + α4 5τ1 2τ2 3 + τ1 2τ2 3τ3 4).

2.5. A model with more general competition. The previous models intro-
duced the reduction of egg-hatching due to the competition for resources. In the
following model, we explore a more complex schema of competition. There have
been observations that not only egg development but also larval development may
depend on the density of the system [19, 3, 16]. We take into account this depen-
dency by introducing logistic transition rates between different instars. In partic-
ular, we assume that instars 3 and 4 exert the most relevant competition in the
system. We can summarize our entomological assumptions as follows:

• Every day, a constant number of eggs enter the system.
• The mortality rates are constants.
• The hatching rate is variable, although in our case it corresponds to an

effective rate from day 10 onward.
• Egg hatching is affected by the number of first instar larvae.
• The third and fourth instar affect logistically the larval transition.

The last assumption considers that the fourth instar can delay its development
for several weeks due to lack of food [17] and identifies the third and fourth instar
as the most significant competitors against other larvae.

The proposed model is described by

dl1
dt

= Hτe

(
1− l1

C6

)
− µ1l1 −

(
1− l3

C7

)(
1− l4

C8

)
τ1 2l1,

dl2
dt

=
(

1− l3
C7

)(
1− l4

C8

)
τ1 2l1 − µ2l2 −

(
1− l3

C7

)(
1− l4

C8

)
τ2 3l2,

dl3
dt

=
(

1− l3
C7

)(
1− l4

C8

)
τ2 3l2 − µ3l3 −

(
1− l3

C7

)(
1− l4

C8

)
τ3 4l3,

dl4
dt

=
(

1− l3
C7

)(
1− l4

C8

)
τ3 4l3 − µ4l4 − τ4 5

(
1− l4

C8

)
l4,

dp

dt
= τ4 5

(
1− l4

C8

)
l4 − µ5p− τ5 6p.

(2.11)

Due to the complexity of the model, it was not analyzed analytically, but the
numerical solutions were compared directly with the experimental data.

3. Model parameters

Table 1 shows the values of the parameters that were used to obtain the nu-
merical solutions of the models. The values were taken from specialized literature
in entomology. The information taken into account is the duration of each stage
and the percentage of mortality. All parameters correspond to similar environ-
mental conditions (25–30 ◦C, 70–80% RH). When necessary, the mortality rates
were calculated as the inverse of the mean duration at the stage multiplied by the
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percentage of mortality in that stage. In a similar way, the transition rates can be
calculated from the survival percentages that are observed in experiments.

parameter value reference
τ0 1 0.136 [8]
τ1 2 0.508 [25]
τ2 3 0.529 [25]
τ3 4 0.095 [12]
τ4 5 0.045 [12]
τ5 6 0.410 [7]
µ0 0.064 [17]
µ1 0.339 [17]
µ2 0.062 [17, 12]
µ3 0.075 [17, 12]
µ4 0.053 [17, 12]
µ5 0.062 [17, 12]
τe 0.5046 [28]

Table 1. Values of parameters.

The values of C in the logistic terms of the model are not typically reported in
the literature. Thus we performed a Markov chain Monte Carlo numerical analysis
to find the C, with the greatest likelihood when comparing the model with the
Rinconada experiment. The value obtained for C1 was 73.0806. We proceeded
in a similar way to estimate the best value for C in models represented by (2.6).
For model (2.7) the best approximation to the data was given by C2 = 15.6894.
For model (2.8) we obtained the best fit with C3 = 28.707, and for model (2.9)
with C4 = 58.5359. Finally, we set C5 = 80.6151 in model (2.10) and C6 = 15.29,
C7 = 300.35, C8 = 500.27 in model (2.11).

4. Data acquisition

The data were taken in Rinconada, Veracruz, in Mexico. The experiment was
carried out under the following environmental conditions: daily mean temperature
of 25–30 ◦C, relative humidity of 70–80% with a photoperiod of 12:12. Three
different types of polycarbonate containers were used. Each container was filled
with 2 liters of water and 0.8 grams of food. In each container, 100 eggs were
deposited each day for 25 days.

The dimensions of the containers were as follows:
• Type 1 containers: 30 cm × 25 cm with a depth of 5 cm.
• Type 2 containers: 28 cm × 20 cm with a depth of 15 cm.
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• Type 3 containers: Circular containers with a diameter of 28 cm with a
depth of 15 cm.

The populations in the containers were measured on the eleventh day of the
experiment and every two days after that. In order not to disturb the dynamics
during the measurements, there were eight containers of each type. One container
was used for the measurements each day, but the others were not disturbed so
that the dynamics could follow their natural path. Once a container was used
for the measurements, it was eliminated from the experiment. The collected data
corresponds to the number of larvae and pupae counted on that day. For each type
of container, the measurement was performed twice. The six experiment instances
(two for each container type) were conducted simultaneously to mitigate potential
variations stemming from diverse environmental conditions. The mathematical
models will be compared with the population mean of the six samples for each day.

5. Model simulations and results

We made numerical simulations of the proposed models and calculated the mean
squared error (MSE) between the data points and each model’s prediction.

The solution of model (2.1) is shown in Figure 1. Figure 2 shows the solution of
model (2.2). The models given by (2.7), (2.8), (2.9) and (2.10) are compared in Fig-
ure 3. Finally, the numerical solution to the model with more general competition
(2.11) can be seen in Figure 4.

Table 2 shows the MSE between the proposed models and the experimental
data.

The MSE of the model that considers the logistic saturation on the hatching
(2.2) is smaller than that of the simpler model (2.1), where competition is not
taken into account. The smaller MSE for model (2.2) indicates that the hatching
rate is reduced by lack of food and thus by the high density of larvae. It is worth
noticing that eggs may accumulate in large quantities and hatch when most larvae
become adult mosquitoes. The previously described phenomenon is a consequence
of the low mortality rate of eggs and makes the population of Aedes aegypti very
resilient in its aquatic stage.

Moreover, models (2.7), (2.8), (2.9) and (2.10) have better performance than
the previous ones. The better performance of model (2.7) gives us further insight
into the mosquito’s life cycle, indicating that the first larvae instar is the primary
factor of the hatching rate inhibition. On the other hand, model (2.11) has the
best performance of all the studied models, showing that the competition between
different instars also plays an important role.

6. Discussion

By comparing different models with experimental data, we found that a model
that takes into account the competition between Aedes aegypti developmental
stages better describes the experimental observations than a model that neglects
these interactions. For example, model (2.11) can be used in the design and evalu-
ation of vector control strategies as it gives a good description of the dynamics of
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Figure 1. Dynamics by instar of the constant coefficient model (2.1).

Models (2.1) (2.2) (2.7) (2.8) (2.9) (2.10) (2.11)
MSE 44974
MSE, C1= 73.08 122
MSE, C2=15.6894 68.60
MSE, C3=28.707 68.88
MSE, C4=58.535 77.99
MSE, C5=80.615 81.14
MSE, C6=15.29, C7=300.3, C8=500.27 65.23

Table 2. Comparison of models by mean squared error.

the mosquito’s life cycle. This model can also be coupled with an epidemiological
model to estimate the impact of the control measures of dengue, Zika, chikungunya,
or any other disease transmitted by the Aedes aegypti mosquito. In contrast with
other models of the mosquito’s life cycle that have been used in epidemiology,
the proposed model takes into account the different developmental stages of the
vector, allowing a better timing between hatchery control and its effects on the
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Figure 2. Dynamics by instar of model (2.2).

propagation of diseases. On the other hand, estimation of hatchery productivity
is a fundamental task but not a trivial one. Usually, in order to quantify epidemic
risk, the productivity of the hatcheries is substituted by simple empirical indices
like the house index or the Breteau index. These indices give a poor description of
the situation, being only descriptive but not predictive.

This study shows that the competition between different developmental stages
of the Aedes aegypti is an important factor in estimating hatchery productivity.
This better description of hatchery productivity will facilitate the development of
more accurate risk indexes. These models can also be extended to include social
factors like water supply to estimate the regional mosquito productivity in future
works. The prediction of mosquito productivity in broad areas is important to
predict outbreaks in extended geographical regions and in the description of the
spatial propagation of the disease. Due to the aquatic nature of the hatcheries, it is
expected that the population’s need to store water will be one of the most relevant
factors for mosquito production in a particular region. If there is a significant need
to keep water in vessels due to the lack of tap water, then these vessels can become
hatcheries.
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Figure 3. Dynamics by instar to the effective rate and logistics
saturation about different models (2.7), (2.8),(2.9), (2.10).

7. Appendix

In this appendix we present the proofs of Theorems 2.4, 2.5 and 2.6.

Theorem 2.4 If the initial conditions at t = 0 of model (2.2) are in Ω2 ⊂ R6, then
its solution is in the topological interior of Ω2 for all t > 0.

Proof. We divide the proof in four parts.

First part. If we apply Lemma 2.2 to the first equation of (2.2), taking A(t) =
H and B(t) = −τ0 1

(
1− a

C1

)
regardless of the values of a(t), we have that h(t) > 0

in t > 0. If l1(t) is non-negative and vanishes in just a finite number of points on
(t0, t1), we conclude from Lemma 2.2 and the last four equations of (2.2) that l2(t),
l3(t), l4(t) and p(t) are strictly positive for all t ∈ (t0, t1] for every open interval on
[0,∞).

Second part. Now we consider the l1(t) equation in a neighborhood of t = 0
and show that there exists a neighborhood to the left of t = 0 where l1(t) is strictly
positive. This is trivial if l1(0) > 0. Suppose then that l1(0) = 0.
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Figure 4. Dynamics by instar of model (2.11).

From the equation for l1(t) we get

dl1(0)
dt

= τ0 1h(0)
(

1− a(0)
C1

)
. (7.1)

From (7.1) we have that if h(0) > 0 and a(0) < C1, then dl1(0)
dt > 0, so on a left

neighborhood of t = 0 it would be true that l1(t) > 0.
On the other hand, if we had h(0) = 0 or a(0) = C1, then dl1(0)

dt = 0. In this
case we can have three possible combinations: h(0) = 0 with a(0) < C1, h(0) > 0
with a(0) = C1, or h(0) = 0 with a(0) = C1.

Let us assume the first case, that is, when h(0) = 0 with a(0) < C1. If we
differentiate the l1(t) equation and evaluate the result at t = 0, we have

d2l1
dt2

(0) = τ0 1
dh

dt
(0)
(

1− a(0)
C1

)
− τ0 1

C1
h(0)da

dt
(0)− (µ1 + τ1 2)dl1

dt
(0). (7.2)

But from the equation for h(t) evaluated at t = 0 we have dh
dt (0) = H and then

(7.2) is given by
d2l1
dt2

(0) = τ0 1H

(
1− a(0)

C1

)
.
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From the fact that l1(0) = 0, dl1
dt (0) = 0 and d2l1

dt2 (0) > 0, and using the second-
order Taylor formula applied to l1(t) on the interval [0, t] with t close enough to 0,
we have l1(t) > 0 for all t in a neighborhood to the right of t = 0.

In the second case, when h(0) > 0 and a(0) = C1, from (7.2) we obtain
d2l1
dt2

(0) = −τ0 1

C1
h(0)da

dt
(0). (7.3)

Adding the equations of l1(t), l2(t), l3(t), l4(t) and p(t), from (2.2), we get
da

dt
= τ0 1h

(
1− a

C1

)
− (µ1l1 + µ2l2 + µ3l3 + µ4l4 + µ5p+ τ5 6p). (7.4)

If we now evaluate this equation at t = 0, then since a(0) = C1 we have
da(0)
dt

= −(µ1l1(0) + µ2l2(0) + µ3l3(0) + µ4l4(0) + µ5p(0) + τ5 6p(0)). (7.5)

Nevertheless, we have assumed that the initial conditions belong to Ω2 so all the
numbers l1(0), l2(0), l3(0), l4(0) and p(0) are non-negative and their sum is strictly
positive, from which we can conclude that at least one of them is strictly positive.
And since µ1, µ2, µ3, µ4, µ5, τ5 6 are strictly positive, the right-hand side of (7.5)
is strictly negative and so da(0)

dt < 0.
Then from (7.3) it is concluded that in this case we also have d2l1

dt2 (0) > 0, and
applying the same reasoning with Taylor’s formula that we applied in the previous
case, again we obtain l1(t) > 0 in a neighborhood to the right of t = 0.

Finally, consider the third case, where h(0) = 0 and a(0) = C1. In this case,
from (7.2) we get d2l1

dt2 (0) = 0, but then if we differentiate twice the equation for
l1(t) and evaluate the result at t = 0, we have

d3l1
dt3

(0) = τ0 1

(
d2h(0)
dt2

(
1− a(0)

C1

)
− 2
C1

dh(0)
dt

da(0)
dt
− h(0)

C1

d2a(0)
dt2

)
− (µ1 + τ1 2)d

2l1(0)
dt2

,

from which, using (7.4) and dh(0)
dt = H, we get that

d3l1
dt3

(0) = − 2
C1

dh(0)
dt

da(0)
dt

= 2
C1
H(µ1l1(0) + µ2l2(0) + µ3l3(0) + µ4l4(0) + µ5p(0) + τ5 6p(0))

and therefore d3l1
dt3 (0) > 0.

Subsequently, applying the third-order Taylor formula to l1(t) in a small neigh-
borhood to the right of t = 0, we get l1(t) > 0 for all t in that neighborhood.

As a conclusion of this second part, we get that if the initial conditions are in
Ω2, then l1(t) > 0 for all t in a neighborhood to the right of t = 0.

Third part. If now we consider the preimage of the unitary set {0}, which is
closed, we get that l−1

1 {0} is a closed subset in t ≥ 0 that at least contains 0 as
an isolated point, which occurs if l1(0) = 0 due to the final conclusion from the
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second part of this proof. Then the closed set l−1
1 {0} \ {0} could be the empty set,

and l1(t) will be strictly positive for t > 0. Even so, the set l−1
1 {0} \ {0} could be

closed and non-empty, with a minimum at t0 > 0. In this case, the point t0 will be
the lowest strictly positive real number such that l1(t0) = 0 and l1(t) > 0 for all
t ∈ (0, t0).

Next we will show that this situation is not possible and therefore if l1(0) ≥ 0
then l1(0) > 0 for all t > 0.

Fourth part. Indeed, we start by showing that in the second case the functions
l2(0), l3(0), l4(0) and p(0) will get strictly positive in the semi-open interval (0, t0].

These results are obtained as consequences of Lemma 2.2: First for l2(t), taking
A(t) = τ1 2l1(t) and B = −(µ2 + τ2 3); then for l3(t), taking A(t) = τ2 3l2(t) and
B = −(µ3 + τ3 4); then for l4(t), taking A(t) = τ3 4l3(t) and B = −(µ4 + τ4 5); and
finally for p(t), taking A(t) = τ4 5l4(t) and B = −(µ5 + τ5 6).

On the other hand, it is easy to see that equation (7.4) is equivalent to

d

dt

(
1− a(0)

C1

)
= 1
C1

(µ1l1 + µ2l2 + µ3l3 + µ4l4 + µ5p+ τ5 6p)−
τ0 1

C1
h

(
1− a(0)

C1

)
.

(7.6)
We will apply Lemma 2.2 to this equation, considering A = 1

C1
(µ1l1 + µ2l2 +

µ3l3 +µ4l4 +µ5p+τ5 6p) and B = τ0 1
C1
h. But, from the results of the third part and

the beginning of this fourth part, it is concluded that l1(t), l2(t), l3(t), l4(t) and
p(t) are strictly positive on the interval (0, t0], and since µ1, µ2, µ3, µ4, µ5, τ5 6 are
strictly positive too, A > 0 for t ∈ (0, t0], and from Lemma 2.2 it is concluded that
1− a(t)

C1
> 0 on (0, t0], thus a(t) < C1 on (0, t0].

If now we consider the equation for l1 from the system (2.2) and evaluate it
at t0, from the fact that l1(t0) = 0 we get

dl1(t0)
dt

= τ0 1h(t0)
(

1− a(0)
C1

)
> 0,

which contradicts our assumption, l1(t) > 0 on (0, t0). Indeed, based on this last
idea, we conclude that dl1(t0)

dt ≤ 0.
Thus, the assumption that there exists a lowest value t0 > 0 where l1(t0) = 0 is

wrong, and therefore l1(t) > 0 for all t > 0. But then, repeating the same reasoning
from the beginning of this fourth part, we get that l2(t), l3(t), l4(t) and p(t) are
strictly positive for all t > 0, and by the reasoning just used with equation (7.6)
we conclude that a(t) < C1 for all t > 0.

Finally, from this conclusion, we can affirm that if the initial conditions of the
system (2.2) are in Ω2, the solution (h(t), l2(t), l2(t), l3(t), l4(t), p(t)) remains inside
Ω2 for all t > 0, that is, all its components are strictly positive and a(t) < C1. �

Theorem 2.5 For all positive H and C1, the following estimates are fulfilled:

p∗− < min
{
ψH,

C1

Ka

}
≤ max

{
ψH,

C1

Ka

}
< p∗+; (7.7)
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more precisely, if ϕC1 − ψH < 0, we have

p∗− <
C1

Ka
< ψH < p∗+. (7.8)

Proof. It is obvious that from (7.8) we get (7.7), in the case ϕC1 − ψH < 0. Let
us start by proving (7.8). Notice that, in this case, the inequality C1

Ka
< ψH is a

consequence of C1
Ka

< ϕC1 < ψH, and, therefore, it suffices to show that p∗− < C1
Ka

and p∗+ > ψH. To see that p∗− < C1
Ka

, we consider the equality

2
(
p∗− − C1

Ka

)
= µ0

τ0 1

C

Ka
+ ψH − C1

Ka
−
√

(ϕC1 + ψH)2 − 4γHC1. (7.9)

The right-hand side of (7.9) will be negative if and only if(
µ0

τ0 1

C

Ka
+ ψH − C1

Ka

)2
− (ϕC1 + ψH)2 − 4γHC1

=
(

(ϕC1 + ψH)− 2C1

Ka

)2
− (ϕC1 + ψH)2 − 4γHC1

= −4 µ0

τ0 1

C2
1

K2
a

,

which is evident, and this proves the inequality p∗− < C
Ka

. To prove that p∗+ >
ψH, we start from the equality

2(p∗+ − ψH) =
√

(ϕC1 + ψH)2 − 4γHC1 + ϕC1 − ψH. (7.10)
From the fact that ϕC1 − ψH < 0, it follows that (7.10) is positive if and only if
(ϕC1 + ψH)2 − 4γHC1 − (ϕC1 + ψH)2 = 4 µ0

τ0 1

ψ
Ka
HC1, which is obvious.

Let us now go on to prove inequalities (7.7) in the case ϕC1 −ψH ≥ 0. We will
first show that, in this case, we have p∗− < ψH. Indeed, from the equality

2(p∗− − ψH) = (ϕC1 − ψH)−
√

(ϕC1 − ψH)2 − 4γHC1

we have that the inequality is fulfilled if the following expression is negative:

(ϕC1 − ψH)2 − (ϕC1 − ψH)2 + 4γHC1 = −4 µ0

τ0 1

ψ

Ka
HC1,

which is evident.
To show that p∗− < C1

Ka
when ϕC1 − ψH ≤ 0, we will divide the proof into two

subcases:
ϕC1 ≥ ψH ≥

C1

Ka
and ϕC1 ≥

C1

Ka
≥ ψH. (7.11)

In the first subcase, the proof made with (7.9) is repeated; in the second subcase,
from (7.9) we have the inequality

2
(
p∗+ − C1

Ka

)
≤ µ0

τ0 1

C1

Ka
−
√

(ϕC1 + ψH)2 − 4γHC1,

where the left-hand side is less than the right-hand side of equality (7.9), which is
less than zero, and this allows us to conclude the result. In the case ϕC1−ψH ≤ 0,
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the right-hand side of (7.10) is greater than zero and then p∗+ > ψH. Let us finally
prove that p∗+ > C1

ka
when ϕC1 − ψH ≥ 0, and for this we will divide the proof

into the two subcases (7.11).
In the first subcase, the proof is obtained directly from the equality

2
(
p∗+ − C1

Ka

)
= µ0

τ0 1

C1

Ka
+
(
ψH − C1

Ka

)
+
√

(ϕC1 + ψH)2 − 4γHC1. (7.12)

In the second subcase, notice that from (7.12) we obtain the inequality

2
(
p∗+ − C1

Ka

)
≥
(
ψH − C1

Ka

)
+
√

(ϕC1 + ψH)2 − 4γHC1, (7.13)

and since (ψH − C1
Ka

) ≤ 0, the right-hand side of (7.13) will be positive if

(ϕC1 + ψH)2 − 4γHC −
(
ψH − C1

Ka

)2
= µ0

τ0 1

(
2 + µ0

τ0 1

)
C2

1
K2
a

+ 2ψH µ0

τ0 1

C2
1

K2
a

,

which is evident, and thus the proof of the theorem is concluded. �

Theorem 2.6 For any strictly positive value of the parameter H, a value C0
1 > 0

can be found, depending on H and the rest of the parameters of model (2.2), such
that, for any C1 ≥ C0

1 , the equilibrium point corresponding to p∗− is stable, while
the one corresponding to p∗+ is always unstable.

Proof. We will begin by proving the stability of the equilibrium state that makes
biological sense. For this we will first see that P (λ) has all its roots real and strictly
negative, for which it is sufficient to show the result for P1(λ). In fact if we use the
notation

α = µ0 + τ0 1

(
1− a∗−

C1

)
,

β = α1 2 + τ0 1
h∗−

C1
,

γ1 = τ2
0 1

(
1− a∗−

C1

)
h∗−

C1
,

then P1(λ) can be expressed in the form λ2 + (α+ β)λ+ αβ − γ1, whose roots are

λ± =
−(α+ β)±

√
(α+ β)2 + 4γ1

2 .

But from the fact that the equilibrium point makes biological sense, it follows that
α, β and γ1 are strictly positive, and so the roots of P1(λ) are strictly negative and
different.

Note that these two roots depend on the value of C1, and when C1 → +∞ we
have that α → µ0 + τ0 1, β → +τ1 2 and γ1 → 0, and therefore λ− → −α0 1 and
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λ+ → −α1 2. From this, it is concluded that, when C1 → +∞, the polynomial
P (λ) converges uniformly to the polynomial

P0(λ) =
5∏
r=0

(λ+ αr r+1)

on any compact subset of the complex plane. On the other hand, from the fact
that

p∗−

C1
=
(
ϕ+ ψ

H

C1

)
−

√(
1
Ka
− ψ H

C1

)2
+ µ0

τ0 1Ka

((
2 + µ0

τ0 1

)
1
Ka

+ 2ψ H
C1

)
and

τ0 1τ1 2
h∗−

C1

= τ0 1τ1 2

2µ0ψ

ψ H
C1
− ϕ+

√(
1
Ka
− ψ H

C1

)2
+ µ0

τ0 1Ka

((
2 + µ0

τ0 1

)
1
Ka

+ 2ψ H
C1

)
converge to zero when C1 → ∞, we have that the polynomial Q(λ) converges
uniformly to the identically null polynomial over any compact set of the complex
plane when C1 → +∞. Using this result, it is easily proved that, for any simple
closed curve Γ, strictly contained in the left half-plane of the complex plane and
containing the roots of P0(λ) in its interior, we have that, for any sufficiently large
value of the parameters C1, the inequality

|Q(λ)| < |P (λ)|

is true for all λ ∈ Γ.
Then, from an application of Rouche’s theorem (see [1, Ch. 5]), it follows that

P (λ)+Q(λ) also has all its roots in the interior of Γ and, therefore, the equilibrium
state corresponding to p∗− will be stable for large values of the parameter C1.

Let us now see that the equilibrium state corresponding to p∗+ is unstable.
Indeed, let us consider the equation for h in system (2.2), and substitute the term
µ0h by µ0h

∗+ and
(

1− a
C1

)
by
(

1− a∗+

C1

)
. It is easy to see that this equation has

h∗+ as equilibrium state and, for any initial condition h0 different from h∗+, its
solution

h(t) = h0e
−τ0 1

(
1− a∗+

C1

)
t + H − µ0h

∗+

τ0 1

(
1− a∗+

C1

) (1− e−τ0 1
(

1− a∗+
C1

)
t

)
tends to infinity when t→ +∞, because h∗+ > 0 and a∗+ > C1. �
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